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ABSTRACT 
 

Traditionally image compression techniques such as JPEG is not designed specifically for the data being com-

pressed, and therefore do not achieve the best possible compression rates for images. In this project, we aim to 

model a deep neural network based compression architecture using a GAN model. A GAN consists of two net-

works called the generator and the discriminator. During training, the combination of discriminator and gene-

rator compete with each other trying to find minimum of their adversarial loss function. To win the competition 

the generator tries to generate image pattern that must look like a base image on other hand the discriminator 

finds a way to correctly discriminate image as real or generated. The discriminator’s main work is to optimize 

generator’s quality to fully spoof the discriminator, generally discriminator is used during training and remains 

untouched training. Here we are building a Generative adversarial network based image compression by learn-

ing them that helps us to generate the image at low bitrates. The framework contains a combination of an en-

coder, generator, multi-scale discriminator. The details in the image that are not required to store during the 

encoding are synthesized and achieves visual pleasing outcomes. The method we proposed is able to generate 

synthesized image using a semantic label map that leads to the storage cost reduction, synthesize of objects may 

include streets, trees, etc. 
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1 INTRODUCTION 

Now a days image compression has become very popular using deep neural networks and in short we can say it as a 

deep compression system because it uses deep neural network structure for the compression and decompression of an 

image and passing an image through a neural unit is itself a attractive area of research. The deep compression systems 

(e.g. [1, 2, 5, 6, 8]) are competitive against the modern state-of-the-art codec in comparison with the quality they show 

after the encoding, the modern codec may include BPG [7], JPEG2000 [9], WebP [10], etc. Besides the better results 

the deep compression systems show, these systems are even better on focusing a particular area in an image that makes 

them domain specific easily and provides efficiently processed promising results [11]. However each deep compression 

system  uses their own distortion metrics for example the matrix may be PSNR, MS-SSIM, etc. [12]. Nowadays faster 

image access is required for everyone with better image quality and to obtain faster image access low bit rates are ne-

cessary to decode the image faster and optimal bitrates are required to obtain the both, thereby we are working on mod-

el that compresses an image to a very low bitrate around 1/10 bits per pixel but for the training purpose we are using 

adversarial loses because the traditional lose/distortion metrics favor the preservation of pixel-wise entropy instead of 

preserving global structure and the texture layout of an image. To capture global structure and texture details new kind 

of distortion metrics must be used, a best used method is adversarial losses [13], the adversarial losses have shown very 

promising results towards this and helps in developing powerful generator having good performance in the generation 

of visually like-able results also with semantic maps. Here we are working to propose a generative adversarial network 

framework based on dedicated principles with advantageous behavior to compress FHD images and along with this 

trying to obtain an image with bitrate of 1/10 bits per pixel. We are using two modes of GAN, these two modes are 

conditioned GAN and non-conditioned GAN [14, 13] with their certain features, the generative compression kind of 

network may be used as a normal generative compression that includes the preservation of whole image structure and 

helps in generating different structures having different level of scales. And the second mode includes generative com-

pression with selected contents generating from semantic label maps completely with the preservation of region that 

user wants to define/keep in an image having high detailed region, so called selective generative compression. Selective 

generative compression usually needs semantic label map or instance maps that are viable through existing instance 

networks e.g., MASK R-CNN [15], PSPNet [16], these networks store maps as a graphics vector. The generation of 

contents in an image using semantic maps leads generator to generate contents having low bitrate in comparison to 

other compression (BPG [7]) and more the generation of area through semantic maps leads to save more storage space 

thereby giving significant storage cost reduction. The proposed framework can reduce the bitrate atleast half of the 

orginal bitrate without degrading the quality of an image. 
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2 RELATED WORK 

There are most popular deep neural networks[1, 2, 3, 4, 11, 17, 6] are auto encoders and other neural network e.g., re-

current neural networks [18, 19] are to date DNN structures. The aforementioned architectures perform their tasks by 

converting the input image in a stream of bits and after that the bit stream is used to perform lossless compression using 

entropy coding for example using arithmetic coding. There are other models that rely on context modeling to catch the 

distribution in an image of bit stream [2, 19, 4, 5, 8]. In an unsupervised manner generative adversarial networks [13] 

are strong technics to find the distribution of bits/pixel values/probability that are hard to find. The GANs are showing 

great capabilities towards generating more natural and clear images than other known prior used approaches e.g., [20, 

21, 3, 23]. Other approaches are conditioned [13, 14] based generative adversarial networks these networks best ap-

proachable towards image to image translation [24, 25, 26, 27]. One other model defined by Santurkar et al. [28] in 

which a generative model is made to learn image thumbnails and uses that model as a decoder for compression based 

on image thumbnails. 

3 BACKGROUND 

 

Fig. 1. GAN Arch. 

GANs, for a given dataset X, the generative adversarial network is capable of finding unknown distribution 𝑝𝑥  using a 

generator having training to map samples (denoted as symbol  𝑟 ) to distribution 𝑝𝑥  and the generator is denoted as 

 𝐺 𝑟  , the samples 𝑟 are drown from a prior, know and fixed distribution 𝑝𝑟 . Here in generative adversarial network 

both the discriminator and the generator are required to be trained simultaneously to find min-max point of the objec-

tive of min-max GAN/least GAN [30] 

𝐿𝐺𝐴𝑁 ≔ 𝑚𝑎𝑥𝐷𝐸 𝑓 𝐷 𝑥   + 𝐸  𝑔  𝐷 𝐺 𝑟     (1) 

Here generator and discriminator are denoted as G, D respectively and both are deep neural networks, and the functions 

g, f are considered from Nowozin et al. [29] tells that g, f  during the solution of equation(1) must be taken care for their 

suitable values because their suitable values helps in minimization of f-divergence between 𝑝𝑥  and 𝐺 𝑧 . Here we are 

going to use least square generative network from [23], having g(y) = y
2
and f(y) = (y-1)

2
 following the properties of 

Pearson chi-square divergence. [30] 

 

To execute the the task of compression let’s take an image 𝑥 ∈ 𝑋 accepting the equations from [22, 8], using them to 

make a model called encoder learnable denoted as E and also a model to decode is a decoder also called a generator G, 

and to make output more finite a quantizer is also made denoted as 𝑞. Preceding with the encoder, applying it on an 

image to map the image into a latent space by means of  E that gives us latent space of image denoted as 𝑤. Now feed-

ing it to the quantizer to generate a quantized representation 𝑤 = 𝑞 𝑤 , and it can be used as a bitstream. To gener-

ate/reconstruct an image from the 𝑤  the D(decoder) is applied to 𝐺 𝑤  , producing 𝑥 . Now the decisive decision for bits 

required to encode 𝑤  to convert it into bitstream is possible by means of entropy denoted as 𝑕 𝑤  , that can be modeled 

through [8, 22]. The high quality bitrate versus distortion is usually a trade off between generated image quality and bit 

rate, the trade off is given as  

𝐸 𝑑 𝑥, 𝑥   + 𝛽𝐻 𝑤    (2) 
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Here 𝐸 𝑑 𝑥, 𝑥    term denotes the similarity measure between 𝑥 and 𝑥  or one can say a loss to the reconstructor. As 

during trainig weight updatation is required through 𝛽 of the equation(2) and to get optimal bitrates differentiable and 

suitable variable quantisation levels are used, denoted via 𝐿 = 𝑞1 , 𝑞2, 𝑞3 …. Also to create bitstream of 𝑤  differentiable 

entropy is maximized only upto dimensions of quantised feature map and also by quantisation levels,  

𝑑𝑖𝑚 𝑞 𝑤  𝑙𝑜𝑔2𝐿 ≥ 𝐻 𝑞 𝑤    (3) 

It can be seen as a joining of compression based on learning and condition dependent generative network. 

 

Fig. 2. Model Arch. 

 

From the above fig. 2 a brief structure of the workflow can be assumed, here the output is further added up with a cer-

tain degree of noise to make it spoof proof and to build a better generator, the noise is basically accepted from 𝑝𝑟  (fixed 

prior probability) and producing a hidden vector denoted as 𝑟. Now the the generator G attempts to construct an image 

from the latent vector (𝑟) by means of 𝐺 𝑟 , the constructed image denoted as 𝑥 ′  having consistency with the 𝑝𝑥 . The 

objective of min-max Gan loss to find the min max points is expressed as  

𝑚𝑖𝑛𝑒,𝐺𝐿𝐺𝑎𝑛 + 𝜆𝐸 𝑑 𝑥, 𝑥 ′  + 𝛽𝐻 𝑤   [30] (4) 

The term lambda in equation (4) stablizes the distortion against entropy term and  generative adversarial loss. The im-

portant feature of equation (4) due to the elements of original image in the form of 𝑤  that makes the equation saving 

the some details about base image. Here the addition of entropy and the distortion term generates an important effect on 

the model’s learning capability because of the bitrate controller 𝛽, if we set bitrate controller to zero then the quantized 

representation of the base image would contain nearly the same bitrate or some additional learned bits and the automat-

ically learned dimensions that will nearly reconstruct the image to the original image losslessly, due to this, the distor-

tion term will have no better imapct on preserving/synthesizing image contents and also GAN loss effect would become 

uneffective. The second case arise for controlling the entropy to original distribution of 𝑤  helps in making the distribu-

tion of quantized bitstream of 𝑥 determinstic and the loss term behaves like regularizer through this the purpose of add-

ing some randomness 𝑟 is fullfilled, randomness/noise is independent of x helps in building a standard generative net-

work. 

 

Though by applying constraints on 𝐻 𝑤  , the encoder and the generator will not be able to surpass the loss factor, un-

der this condition only remaining way for G, E is to maintain the objective of equation (1) and the distortion factor of 

equation (4), balancing these two factors make generative network adaptable to generate nearly original contents and 

along with preserving original contents. By the means of above training with distortion factor, leads to the balanced 

generative network and helps to remove mode collapse. Proceeding with semantic maps further helps in reducing bi-

trates because more the uses of semantic maps increases chance on synthesizing more conrents. The sementic maps are 

only fed to the discriminator during period of training. Here the semantic label maps behave as a additional information 

to the generative network model. 

 

DISCUSSION AND CONCLUSION 

 

We building a generative adverssarial network with learning image capability to distinguish different areas in an image 

and this learned image pattern helps in preserving user desired details with low bitrates by means of introducing quanti-

zation and entropy module. Convincingly the generative compression method provides results in finer details. In prac-

tice the discriminator moves towards minimization for the  𝐷 𝑥 − 1 2 +  𝐷 𝐺 𝑟   
2

 for both generated and real 

images. Through the least loss function the generator move towards minimization of  for images that were real by 

means of difference between expected value and predicted. Usually this task involves balancing 1/0 class labels for real 

or fake images respectively, helping in minimization of least square loss. The advantage of least loss is that it follows 

the rule of more the error, more the penalty, thereby producing large value correction instead of vanishing gradient. 

The future work may include the better implementation of the current work using better workflow, methods and also 

having the a different lower bitrate color format for each pixel for advance in image compression. Another future ad-

vancement might be the opportunity to perform preservable region or synthesizable region detection for better encoding 
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and decoding, further research may involve spatial bits prediction or spatial coordinates measurement for different re-

gion to preserve for better accuracy, quality and performance, etc. 
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