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Subject: Natural Language Processing   
   Time: 3 Hours    Max. Marks: 100
General Instructions:
IMP: Verify that you have received the question paper with the correct course, code, branch etc. 
1. This Question paper comprises of three Sections -A, B, & C. It consists of Multiple Choice 
Questions (MCQ’s) & Subjective type questions. 
2. Maximum marks for each question are indicated on right -hand side of each question. 
3. Illustrate your answers with neat sketches wherever necessary. 
4. Assume suitable data if necessary. 
5. Preferably, write the answers in sequential order. 
6. No sheet should be left blank. Any written material after a blank sheet will not be 
evaluated/checked.
.

SECTION-A 20

1. Attempt all parts:- 

1-a. Why is stop-word removal important in NLP?(CO1,K2) 1

(a)     To increase the length of text

(b)     To remove words that don't carry significant meaning

(c)     To add emphasis to certain words

(d)     To identify important keywords

1-b. What does POS tagging stand for in NLP?(CO1,K1) 1

(a)     Parts of Speech tagging

(b)     Position of Sentence tagging

(c)     Point of Sale tagging

(d)     Positive or Negative sentiment tagging

1-c. What does data normalization in NLP refer to? (CO2,K1) 1

(a)     a) Converting text to lowercase 

(b)     b) Handling email IDs 

(c)     c) Reducing repeated characters 

(d)     d) Transforming text to a common standard 

1-d. How can you handle URLs in text data preprocessing? (CO2,K2) 1

(a)     a) Replacing with "URL" 

(b)     b) Removing them 

(c)     c) Converting to uppercase 
.
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(d)     d) Standardizing them 

1-e. Cosine similarity measures the cosine of the angle between two vectors. What 
does a cosine similarity of 1 indicate? (CO3,K2)

1

(a)     Perfect dissimilarity

(b)     Perfect similarity

(c)     No relationship

(d)     Undefined relationship

1-f. What is the Word Mover’s Distance used for?(CO3,K1) 1

(a)     Calculating the similarity between documents

(b)     Measuring the distance between words in a sentence

(c)     Evaluating the performance of Word2Vec

(d)     Assessing the relevance of terms in a document

1-g. What is the role of a labeled dataset in training a sentiment analysis model using 
text classification?(CO4,K2)

1

(a)     It helps in determining the font style of text.

(b)     It provides training data with known sentiment labels to build and evaluate the 
model.

(c)     It is used to convert text to audio.

(d)     It assists in counting the number of paragraphs in a document.

1-h. Which popular topic modeling algorithm is often used to discover topics in a text 
corpus?(CO4,K2)

1

(a)     Linear regression

(b)     K-means clustering

(c)     Latent Dirichlet Allocation (LDA)

(d)     Support Vector Machine (SVM)

1-i. What is the significance of word embeddings in NLP?(CO5,K1) 1

(a)     Representing words as vectors

(b)     Counting the frequency of words

(c)     Removing stop words

(d)     Tokenizing sentences

1-j. What is BERT in the context of transformer-based models?(CO5,K1) 1

(a)     Bidirectional Encoder Representations from Transformers

(b)     Binary Encoder Regression Transformer

(c)     Bidirectional Extractor for Recurrent Text

(d)     Basic Encoder for Recursive Text

2. Attempt all parts:-

2.a. Explain how contextual information can help resolve ambiguity.(CO1,K2) 2

Define how morphology help in understanding the evolution of 2.b. 2

.
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languages?(CO2,K2)

2.c. How do vector space models represent documents in a high-dimensional 
space?(CO3,K2)

2

2.d. Explain the concept of text classification in NLP(CO4,K2) 2

2.e. Discuss the advantages of using Hugging Face Transformers for working with 
transformer-based models such as BERT and GPT.(CO5,K1)

2

SECTION-B 30

3. Answer any five of the following:-

3-a. Discuss the purpose of tokenization in NLP?(CO1,K2) 6

3-b. Discuss how NLP relate to other fields in artificial intelligence, and what 
distinguishes it as a distinct discipline?(CO1,K2)

6

3-c. Discuss the difference between semantics and syntax in linguistic 
analysis?(CO2,K2)

6

3-d. Describe different strategies for handling URLs in text data preprocessing and 
discuss the trade-offs between these strategies.(CO2,K2)

6

3.e. Explain the Bag-of-Words model and how it represents documents in text 
vectorization. Discuss its advantages and limitations.(CO3,K2)

6

3.f. Explain the techniques commonly employed in spam detection using natural 
language processing. How can machine learning models be trained to effectively 
identify spam messages? (CO4,K2)

6

3.g. Examine the limitations of traditional bag-of-words models in capturing sequential 
dependencies in text. Propose alternative approaches or techniques that address 
these limitations.(CO5,K3)

6

SECTION-C 50

4. Answer any one of the following:-

4-a. Analyze the applications of NLP in sentiment analysis and its significance in 
understanding public opinion and market trends.(CO1,K3)

10

4-b. Elaborate on the concept of lemmatization and how it differs from stemming in 
terms of linguistic accuracy and applications. (CO1,K3)

10

5. Answer any one of the following:-

5-a. Elaborate step-by-step guide to a comprehensive data preprocessing pipeline using 
Python, including the handling of email IDs, HTML tags, URLs, and 
emojis.(CO2,K3)

10

5-b. Explain the concept of word embeddings and their role in capturing word 
semantics. Compare and contrast word embeddings with traditional vector space 
models.(CO2,K3)

10

6. Answer any one of the following:-

6-a. Provide a detailed outline of the training process for Word2Vec in generating 
word embeddings.(CO3,K3)

10

Explain the role of morphology in linguistic analysis, particularly in understanding 6-b. 10
.
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word structure, inflections, and morphological typology. Provide examples of 
languages with different morphological characteristics.(CO3,K2)

7. Answer any one of the following:-

7-a. Explain the process of implementing sentiment analysis using text classification. 
Provide an example scenario and discuss the significance of sentiment analysis in 
applications like social media monitoring or customer feedback analysis. 
(CO4,K2)

10

7-b. Explore the potential applications of text summarization in legal document 
analysis. Discuss how summarization techniques can facilitate efficient 
information retrieval and decision-making in the legal domain.(CO4,K3)

10

8. Answer any one of the following:-

8-a. Describe the architecture of BERT (Bidirectional Encoder Representations from 
Transformers). Discuss the pre-training objectives, tokenization strategies, and 
how BERT captures bidirectional contextual information in language 
understanding tasks.(CO5,K3)

10

8-b. Provide an in-depth overview of the GPT (Generative Pre-trained Transformer) 
model architecture. Discuss the autoregressive nature of GPT, its training 
objectives, and how it generates coherent and contextually relevant text.(CO5,K3)

10

.
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